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Abstract Life has adapted to most environments on earth,
including low and high temperature niches. The increased
catalytic efficiency and thermoliability observed for
enzymes from organisms living in constantly cold regions
when compared to their mesophilic and thermophilic
cousins are poorly understood at the molecular level. Uracil
DNA glycosylase (UNG) from cod (cUNG) catalyzes
removal of uracil from DNA with an increased kcat and
reduced Km relative to its warm-active human (hUNG)
counterpart. Specific issues related to DNA repair and
substrate binding/recognition (Km) are here investigated by
continuum electrostatics calculations, MD simulations and
free energy calculations. Continuum electrostatic calcula-
tions reveal that cUNG has surface potentials that are more
complementary to the DNA potential at and around the
catalytic site when compared to hUNG, indicating im-
proved substrate binding. Comparative MD simulations
combined with free energy calculations using the molecular
mechanics-Poisson Boltzmann surface area (MM-PBSA)
method show that large opposing energies are involved
when forming the enzyme-substrate complexes. Further-
more, the binding free energies obtained reveal that the
Michaelis-Menten complex is more stable for cUNG,
primarily due to enhanced electrostatic properties, suggest-
ing that energetic fine-tuning of electrostatics can be
utilized for enzymatic temperature adaptation. Energy
decomposition pinpoints the residual determinants respon-
sible for this adaptation.

Keywords Continuum electrostatics . Free energy
calculations .Molecular simulations . Protein-DNAbinding .
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Introduction

Organisms capable of survival in low temperature niches
have been known for a long time, and are collectively
referred to as psychrophilic (cold-loving). Most of our
planet is covered with permanently cold regions, and life
has effectively colonized most ecological niches. Survival
in extreme environments requires that the organisms adapt
their metabolisms to low temperature, including their
enzymes. Mechanisms of enzymatic adaptation to cold
environments are not presently well understood. Hochachka
and Somero [1] suggested that organisms adapted to cold
environments need to compensate the reduced temperature
by expressing enzymes with increased flexibility to main-
tain a high catalytic efficiency. More recent investigations
suggest that the increased catalytic efficiency of cold-
adapted enzymes is not necessarily attributed to an overall
increase in structural flexibility but rather to the key
components directly involved in the catalytic cycle [2, 3].
Crystallographic analysis of uracil DNA glycosylase from
cod (cUNG) and human (hUNG) did not provide indica-
tions of any differences in molecular flexibility [4].
Subsequent MD simulations indicated increased flexibility
for the DNA binding loop in cUNG as compared to hUNG
[5]. Structural analysis of psychrophilic and mesophilic
trypsin did not reveal significant differences in overall
flexibility [6], which was also supported by investigations
using computer simulations [7]. However, both the crystal-
lographic and the computational study of cold- and warm-
active trypsin point towards different dynamic behavior in
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localized regions as a possible mean for enzymatic
adaptation to cold environments. Increased molecular
flexibility is not necessarily the only strategy for adaptation
to low temperature.

Alteration of the electrostatic potential of key residues
has been proposed to play a central role in adaptation of
citrate synthase [8]. Psychrophilic citrate synthase has
significantly different electrostatic potentials at and around
the active site in comparison to its thermophilic counterpart,
and focused electrostatic attraction of substrates has been
proposed to be a possible source for the enhanced catalytic
activity of the cold-active citrate synthase [8]. Kumar and
Nussinov [9] also found that electrostatics play different
roles in psychrophilic and thermophilic citrate synthase.
Qualitative investigations of the electrostatic surface poten-
tials in seven trypsin isoenzymes using continuum electro-
static calculations showed a more negatively charged
substrate binding site in the cold-adapted trypsin when
compared to warm-active homologues [10]. Accommoda-
tion of small synthetic inhibitors and cognate amino acid
side-chains to the specificity pocket of trypsin is electro-
statically more favorable in the cold-adapted enzyme [11],
suggesting that electrostatics is important in temperature
adaptation. Optimization of electrostatics has also been
suggested to be an adaptational strategy followed by cod
UNG [4, 12].

Uracil DNA glycosylase is a DNA repair enzyme and is
the first enzyme in the base excision repair pathway [13].
The enzyme catalyzes removal of uracil from single- and
double-stranded DNA by cleaving the N-glycosylic bond
between the target base and deoxyribose [14]. The crystal
structure of the catalytic domain of the family 1 UNG from
several species are known: human [15], cod [4], herpes
simplex virus type-1 [16], Escherichia coli [17] and
Epstein-barr virus [18]. Several crystal structures of hUNG
and herpes simplex virus type-1 UNG in complex with
DNA have also been determined [16, 19–22]. The catalytic
domain of cUNG and hUNG consists of 223 residues, and
the sequence identity between them is 75%. The overall
topology is a typical α/β protein [15]. The four important
loops for detection and catalysis are: the 4-Pro loop
(165PPPPS169), the Gly-Ser loop (246GS247), the Leu272
loop (268HPSPLSVYR276) and the water-activating loop
(145DPYH148) [20]. These loops are conserved between
cUNG and hUNG. The amino acids mentioned above are
from hUNG, and there are two substitutions in the Leu272
loop in the cUNG sequence: V274A and Y275H. The
Leu272 loop is particularly important as it moves into the
minor groove of the double-stranded DNA and is involved
in the flipping of the uracil base. This movement is
essential for bringing the catalytic important residue
His268 within hydrogen bonding distance of the oxygen

atom (O2) of uracil [20]. Even if the cold-adapted cUNG
and the warm-adapted hUNG enzymes have very similar
3D structure, the cUNG enzyme is up to 10 times more
catalytic efficient (kcat/Km) in the temperature range from
15–37 °C compared to the human homologue [23]. This is
achieved through optimization of both kinetic parameters as
kcat is increased and Km is reduced for cUNG. Km is most
affected and possibly reflects increased substrate interac-
tions in the reaction catalyzed by the cold-adapted enzyme.

Enzyme-substrate interactions and the apparently im-
proved substrate accommodations for cUNG are further
explored using a range of computational techniques,
including continuum electrostatics calculations, MD simu-
lations and free energy calculations. We find that formation
of the Michaelis-Menten complexes is highly favorable for
both enzymes, but the cUNG-DNA complex is energetical-
ly more stable when compared to hUNG-DNA. Overall,
this is attributed to improved electrostatic properties of
cUNG, but also superior interactions between key structural
areas and the substrate in the cold-adapted enzyme. The
present investigations thus point to improved electrostatics
as a possible route for cold-adaptation and enhanced
catalytic efficiency.

Method

Structural models

Crystal structures were available for cUNG [4], hUNG [15]
and hUNG-DNA [21]. The cUNG-DNA complex was
modeled with the hUNG-DNA structure as template. This
DNA had originally a 2′-deoxy-pseudouridine-5′monophos-
phate, but this base was modeled into a 2′-deoxy-uracil-5′
monophosphate by switching place for the atoms: C2↔ C4,
O2 ↔ O4 and N1 ↔ C5, (Fig. 1). The latter is the uracil
base, recognized and removed from the DNA by UNG. The
double-stranded DNA from the crystal structure of hUNG-
DNA consists of 19 bases. These structures were used as
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starting structures for the MD simulations. All the crystal
structures were of the recombinant enzymes with three
mutations in the N-terminal end: P82M, V83E and G84F.
UNG contains several histidines, all except His148 were
considered as neutral, and protonated at the Nɛ2 atom, in
the simulations. These choices were based on data from
NMR and continuum electrostatics calculations [24].

Molecular dynamics simulations

The AMBER9 program package [25] with the parm99 force
field [26] was used to run and analyze the MD simulations.
Water molecules were added to the protein with a 15 Å
buffer from the edge of the box and described according to
the TIP3P model [27]. Prior to the MD simulations, the
molecular systems were subjected to 200 cycles of energy
minimization of the water with the protein fixed and then
200 cycles of minimization of the whole system. In the
initial phase, the temperature of the system was slowly
raised in steps to the final temperature of 300 K, followed
by an equilibration period of 110 ps. The production phase
of the simulations was carried out in the isothermal-isobaric
ensemble (300 K and one atmosphere pressure). Pressure
and temperature were maintained by the Berendsen cou-
pling algorithm [28]. A 8 Å cutoff was used for non-bonded
interactions and the Particle-Mesh-Ewald method [29] was
used to handle long-range interactions beyond the cutoff.
SHAKE [30] was applied to constrain covalent bonds
involving all hydrogen atoms. A time step of 2 fs was
employed. Coordinates were written to file every 20 ps
during the production phase, and the simulations were
carried out for 10 ns for both cUNG and hUNG. The
density, total energy, temperature and root-mean-square
deviation plotted vs time were used to investigate the
stability of the simulations, and all four properties are stable
throughout the simulations (results not shown).

MM-(GB)PBSA

The MM-PBSA method [31–33] was used to calculate the
binding energy of the protein-DNA complex. The structural
ensembles consisting of 500 conformations collected every
20 ps in the MD simulations were post-processed using the
MM-PBSA method. This method estimates the free energy
of each conformation according to:

G ¼ HMM þ Gsol � TSSolute ð1Þ
where HMM is the total molecular mechanical energy in the
gas phase. HMM is further divided into several energy
terms:

HMM ¼ Hbond þ Hangle þ Htorsion þ Helec þ HvdW ð2Þ

Gsol ¼ GPol þ Gnp ð3Þ

Gnp ¼ g � SASAþ b ð4Þ

where Hbond, Hangel, Htorsion, Helec and HvdW are the bond,
angle, torsion, electrostatic and van deer Waals energies in
Eq. 2, respectively. Gsol is the solvation free energy and can
be divided into two terms according Eq. 3. Gpol is the
electrostatic solvation free energy, and is normally calcu-
lated with the Poisson-Boltzmann method (PB) [34] or with
the Generalized-Born (GB) method [35, 36]. Gnp is the
nonpolar solvation free energy and is calculated with Eq. 4.
In Eq. 1, the T is the temperature and S is the solute
entropy. There are different ways to calculate the entropy
[37], and the solute entropy is estimated using normal mode
analysis [38] as implemented in the AMBER program
package. The solute entropy of each snapshot is calculated
from the structure minimized in vacuum with a distance-
dependent dielectric constant of 4r and the convergence
criterion for the energy gradient was set to 0.1 kcal mol−1

Å−1. Quasiharmonic analysis and normal mode analysis
can be used to calculate solute entropies from simulations
[38, 39]. One limitation with quasiharmonic analysis is to
obtain converged energies for the conformational entropy.
Conformational entropic studies of a β-heptapeptide did not
even show convergence after 150 ns of simulation [40, 41].
The normal mode approach requires energy-minimization
of the conformations prior to the entropy calculations, and
artefactual conformational changes may be introduced
during the energy-minimization process [42].

The electrostatic contribution to the solvation free energy
was calculated with the PBSA program in AMBER [34] for
the binding free energies and with the GB method [35, 36]
for the decomposition of binding free energies. We have
also calculated the solvation free energy contribution to the
binding energy with the GB method, and since the GB and
PB gave similar results only the results from the PB
calculations are shown. The solute and solvent dielectric
constants were set to 1 and 80 in all PB and GB
calculations, and the ionic strength was set to zero. In both
methods, the parameters used to calculate the non polar
contribution to the solvation energy (γ and b) was set to
0.0072 kcal/Å2 and 0.0 kcal mol−1, respectively. These
parameters have been developed to be used with the
AMBER force field [43]. The lattice spacing was set to 2
grids/Å and a maximum of 1000 iterations were used for
the PBSA calculations. The solvent-accessible-surface-area
(SASA) was calculated with a probe radius of 1.4 Å both in
the PB and GB methods. The molsurf program [44] and the
LCPO method [45] was applied to calculate the SASA in
the PBSA and GB methods, respectively. When computing
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the contribution from individual residues to the free energy
of binding, the surface area was computed by recursively
approximating a sphere around an atom starting from an
icosahedra.

The binding free energy was calculated according to the
following equation:

ΔGbind ¼ Gcomplex

� �� Greceptor

� �� Gligand

� � ð5Þ

where <Gcomplex>, <Greceptor> and <Gligand> are the
average free energies of the protein-DNA complex, protein,
and the DNA, respectively, using 500 MD structures.

Continuum electrostatics calculations and surface
potentials

The DelPhi program [46, 47] was used to calculate the
electrostatic potential of cUNG and hUNG. His148 was
charged in the continuum electrostatics calculations, in
addition to all Lys, Arg, Glu and Asp residues. The
calculations were performed using the partial charges and
atomic radii of the AMBER force field (parm99) [26]. The
electrostatics was calculated using the linear Poisson-
Boltzmann equation and a grid size of 165×165×165 points
in a 3-dimensional grid. Stepwise focusing was used to
increase the accuracy [48]. Initially a rough grid was
calculated with the Coulombic boundary conditions. The
resulting grid of this calculation was adopted as the
boundary condition for two further focused calculations,
and in the last calculation the molecule occupied ∼85% of
the box. A solvent probe of 1.4 Å was used to calculate the
molecular surface. These calculations were run with zero
ionic strength and the dielectric constants of the protein and
the water were set to 20 and 80, respectively.

Results and discussion

Qualitative investigations - continuum electrostatic
calculations

Enzymes need to form a complex with their substrates
before they can exert their mode of action. Electrostatic
interactions play a key role in virtually all biological
systems, and are expected to be of particular importance
for enzymes with DNA as substrate, as DNA is highly
charged. Figure 2 shows the positive electrostatic isocon-
tour extending out of the binding site, interacting favorably
with the negative isocontour from the DNA strand. It has
been proposed that the increased substrate affinity observed
for cUNG when compared to hUNG is due to enhanced
positive electrostatic potential at surface areas central to
formation of the enzyme-substrate complex [4, 12]. The
charge of the phosphodiesters on the target nucleotide and
the two connected nucleotides has been shown to have a
large effect on the ground state (Km effects) value and an
even greater effect on the ionic transition state (kcat/Km

effects) [49]. It is thus reasonable to expect that altering the
charges in the active site region will also affect binding of
the DNA.

In Fig. 3, the electrostatic surface potentials and
isocontours for cUNG and hUNG are presented, and both
cUNG and hUNG have, as expected, highly positive
electrostatic potentials in the specificity pocket and in
nearby areas that are know to interact directly with DNA.
Figures 3 a and b also reveal that the psychrophilic enzyme
has more positive electrostatic potentials close to both
terminals of the DNA fragment. Residue 171, which is Glu
and Val in hUNG and cUNG respectively, is particularly
interesting when it comes to possible differences in

Fig. 2 Electrostatic isosurfaces
of cUNG and DNA. The DNA
was moved 15 Å out of the
specificity pocket as observed in
the model of cUNG-DNA. The
isocontour surface of cUNG was
set to −5 kT/e (red) and 5 kT/e
(blue), while the isocontour sur-
face of DNA was set to −3 kT/e
(red) and 3 kT/e (blue) The
figure was generated using
PyMol [70]
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substrate binding. hUNG and cUNG have Km values of
2.4 μM and 0.8 μM at 295 K [12], respectively,
corresponding to three times higher Km for hUNG
compared to cUNG. Mutations of residue 171 change the
Km value to 0.7 and 1.7 μM for hUNG-E171V and cUNG-
V171E [12], respectively. Mutation of this residue thus
yields a hUNG enzyme with similar Km as the cUNG, but
also visa versa. Since Km is roughly an inverse measure of
the binding strength between the enzyme and its substrate
[50], lower Km values indicate stronger association between
the enzyme and substrate. Figures 3 a and b also show that
there are larger areas with positive potential at the flanking
sides of the catalytic site, suggesting stronger non-specific
interactions between the cold-adapted enzyme and DNA.
Ultimately, this can lead to increased stability of the UNG-
DNA complex. Furthermore, the more positive electrostatic

potential where the DNA strand interacts with the enzyme,
will accommodate for a more efficient recognition of DNA
and orient it in the correct position for catalytic cleavage.

It is also interesting to examine the potentials in other
areas of the structures, and particularly at the opposite side
of the DNA binding site. Both enzymes have predominant-
ly negative electrostatic surface potentials here, but cUNG
possesses a larger area with negative electrostatic potential
when compared to its warm-active homologue (Figs. 3 c
and d).

Thermodynamic analysis of UNG-DNA interactions

Qualitative examination of the electrostatic properties of
cUNG and hUNG (Fig. 3) encouraged us to initiate more
accurate investigations of the enzyme-substrate complexes

Fig. 3 Electrostatic isosurfaces of cUNG and hUNG. (a) and (b)
show cUNG and hUNG bound to dsDNA, and (c) and (d) show
cUNG and hUNG from the opposite side of the specificity pocket,

respectively. The isocontour surfaces correspond to −2 kT/e (red) and
4 kT/e (blue). The figure was generated using PyMol [70]
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using free energy calculations with conformational sam-
pling. There are currently few computational methods that
allow for the determination of binding energies between
protein and DNA. The estimation of the absolute free
energy of binding was carried out using the MM-PBSA
approach, which was initially used to study the stability of
various DNA and RNA fragments [33]. In later years,
however, the method has also been applied to calculate
binding free energies of proteins and small ligand [51, 52],
protein-protein [53–55], protein-RNA [56] and protein-
DNA [57]. It is challenging to calculate the absolute
binding energy for association of highly charged large
macromolecules, but the MM-PBSA method has proven to
be able to qualitatively reproduce the absolute binding
energies for such systems [56]. The binding free energy can
be calculated in two ways with the MM-PBSA method,
either using a single MD simulation of the complex or
using individual simulations of complex, protein and
ligand. The former is referred to as the single trajectory
MM-PBSA method whereas the latter is referred to as the
multiple trajectories MM-PBSA. The single trajectory
approach assumes that there are no conformational changes
in the protein or in the ligand from the unbound to the
bound state, which may in some cases, be a rather drastic
assumption. Successful application of both single and multi
trajectory calculations have been reported [56, 58]. Here,
results from both protocols are reported.

Free energies of binding - stability of the enzyme substrate
complexes

The individual contributions and the resulting free energies
of formation of the Michaels-Menten complex for cUNG
and hUNG are presented in Tables 1 and 2, respectively.
The data presented show that relative difference in stability
of the two complexes are −5.6 kcal mol−1 and −3.4 kcal
mol−1 in favor of cUNG when using single and multiple
trajectories, respectively, indicating improved interactions
in the complex with the cold-adapted enzyme. Tables 1 and
2 show that the enthalpies of binding are very favorable in
all four cases, while the binding entropies oppose binding.
The contribution from the solute entropy to the binding free
energy varies in the two methods, but is of similar
magnitude. Estimation of the entropy is perhaps the most
challenging part of calculating binding energies, due to
changes in the degree of freedom of the solutes [58]. The
change in solvent entropy upon binding is not explicitly
included in the MM-PBSA method, but included implicitly
in the change in SASA associated with binding [56]. The
rotational and translational contribution to the entropy is
identical for both the single and separate trajectory method
and also identical for the two enzymes. Thus, the difference
observed in ΔS between the two enzymes is caused by the
vibrational part of the entropy. Cold-adapted enzymes are
thought to have increased molecular flexibility, and

Table 1 Binding free energies of the cUNG-DNA complex*,† computed with MM-PBSA from single and multiple trajectories

Contribution‡ cUNG-DNA cUNG DNA Delta¶

Helec(single) −7913.8±4.1 −6118.4±3.5 350.7±1.7 −2146.1±3.3
HvdW(single) −1235.2±1.2 −1012.4±1.1 −133.5±0.4 −89.3±0.3
Hint(single) 5618.7±2.0 4745.2±1.9 873.5±0.8 0.0±0.0
Gnp(single) 95.8±0.1 76.7±0.1 30.0±0.1 −10.9±0.1
Gpol(single) −4683.2±3.6 −2615.7±3.2 −4221.3±1.5 2153.8±3.3
Ggas+solv(single) −8117.7±2.3 −4924.6±2.0 −3100.6±0.8 −92.5±0.4
TStot(single) 2955.1±0.7 2498.6±0.6 509.2±0.3 −52.7±0.9
Gtot(single) −11072.8±2.4 −7423.2±2.1 −3609.8±0.8 −39.8±1.0
Helec(multi) −7913.8±4.1 −6081.7±3.3 355.4±2.0 −2187.5±5.5
Hvdw(multi) −1235.2±1.2 −1001.8±1.2 −139.9±0.4 −93.5±1.8
Hint(multi) 5618.7±2.0 4731.6±2.0 871.6±0.8 15.5±2.9
Gnp(multi) 95.8±0.1 79.1±0.1 29.7±0.1 −13.0±0.1
Gpol(multi) −4683.2±3.6 −2650.6±3.3 −4224.6±1.9 2192.0±5.1
Ggas+solv(multi) −8117.7±2.3 −4923.4±2.0 −3107.8±0.8 −86.5±2.9
TStot(multi) 2955.1±0.7 2504.8±0.6 508.2±0.2 −57.9±1.0
Gtot(multi) −11072.8±2.4 −7428.2±2.1 −3616.0±0.8 −28.7±3.1

*All values are given in kcal mol−1 .
†Mean value calculated using 500 snapshots reported with standard error of the mean, which is obtained by dividing the standard deviation by the
square-root of the number of snapshots (500).
‡Helec: Coulombic energy, HvdW: van der Waals energy, Hint: internal energy, Gnp: nonpolar solvation free energy, Gpol: polar solvation free
energy, Ggasþsolv ¼ Helec þ HvdW þ Hint þ Gnp þ Gpol, TStot: total entropy contribution, Gtot = Ggas+solv + TStot.
¶Delta = (UNG-DNA) - (UNG) - (DNA)
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psychrophilic UNG has been shown to possess a more
flexible DNA recognition loop compared to mesophilic
hUNG [4, 5, 12]. One should then expect that the cold-
adapted cUNG would show the largest difference in
entropy upon binding, and this is actually the case in the
separate trajectory method (Tables 1 and 2). In the single
trajectory method, on the other hand, the opposite is
observed, as the mesophilic enzyme show the largest
loss in entropy upon binding. It should be noted that
the single trajectory results do not take conformational
changes occurring upon binding into account. The con-
formations for the unbound state in the single trajectory
method are extracted from the simulation of the com-
plex, which explain why the cold-adapted enzyme does
not possess a larger loss in entropy with the single tra-
jectory method.

Kinetic experiments have shown that cUNG associates
more favorably to DNA compared to its warm-active
homologue hUNG (reduced Km), as discussed previously.
When examining the different contributions to the binding
free energy, it is interesting to note that the electrostatic
contribution to the free energy of binding is much more
negative (favorable) for the psychrophilic UNG as com-
pared to its warm active homologue (Tables 1 and 2). The
continuum electrostatics calculations showed that cUNG
has a more positive electrostatic surface potential near the
active site (Fig. 3). It thus seems reasonable that this
enzyme will have more favorable electrostatic interactions
with the negatively charged DNA.

Whether the free energies of binding can be computed
from the simulation of only the complex, depend upon the
structural changes which the protein and DNA undergo
during complex formation. Crystal structures are available
of both cUNG and hUNG without DNA present, but
structure of the complex with DNA is only available for
hUNG. Nonetheless, comparison of hUNG with and
without DNA bound reveal that there are only minor
conformational differences between bound and unbound
enzyme. The overall backbone root-mean-squared deviation
(r.m.s.d.) between the two structures is 1.43 Å. No
experimental structure is, however, available for examina-
tion of possible changes in the DNA strand during the
binding process. DNA is not a static structure but under-
goes rapid unpairing of individual base pairs and slow large
cooperative unfolding events [59, 60]. There is an ongoing
debate on how DNA repair enzymes, such as DNA
glycosylases, recognize rare damaged bases in a large
background of normal DNA bases. Two views for
localization of damaged sites have emerged: the base
sampling model and the inherent extrahelicity model. The
base sampling model suggests that UNG localizes uracil
by breaking base pairs and flip them out to test them
against the interactions offered in the specificity pocket
[61]. In the inherent extrahelicity model, the base pairs
involving uracil is inherently weak and uracil will
spontaneous flip out to an extrahelical conformation,
complementary to the binding interactions offered by
UNG [59, 61]. NMR imino proton experiments have also

Table 2 Binding free energies for the hUNG-DNA complex*,† computed with MM-PBSA from single and multiple trajectories

Contributionc hUNG-DNA hUNG DNA Deltad

Helec(single) −7452.0±3.8 −5838.8±3.4 325.8±1.7 −1939.0±2.9
HvdW(single) −1241.1±1.1 −1014.7±1.1 −130.0±0.4 −96.4±0.3
Hint(single) 5671.7±2.1 4796.2±1.9 875.5±0.8 0.0±0.0
Gnp(single) 98.3±0.1 80.0±0.1 30.4±0.1 −12.1±0.1
Gpol(single) −4880.2±3.3 −2630.8±2.9 −4203.9±1.6 1954.5±3.0
Ggas+solv(single) −7803.3±2.1 −4608.1±1.9 −3102.2±0.8 −92.7±0.5
TStot(single) 2981.6±0.8 2527.8±0.6 512.2±0.3 −58.4±1.0
Gtot(single) −10784.9±2.3 −7136.2±2.0 −3614.4±0.8 −34.3±1.1
Helec(multi) −7452.0±3.8 −5804.0±3.6 355.4±2.0 −2003.4±5.9
Hvdw(multi) −1241.1±1.1 −1009.0±1.1 −139.9±0.4 −92.2±1.6
Hint(multi) 5671.7±2.1 4802.3±1.9 871.6±0.8 −2.2±2.9
Gnp(multi) 98.3±0.1 81.1±0.1 29.7±0.1 −12.5±0.1
Gpol(multi) −4880.2±3.3 −2685.4±3.5 −4224.6±1.9 2029.8±5.3
Ggas+solv(multi) −7803.3±2.1 −4615.0±2.0 −3107.8±0.8 −80.5±3.0
TStot(multi) 2981.6±0.8 2528.6±0.7 508.2±0.2 −55.2±1.0
Gtot(multi) −10784.9±2.3 −7143.6±2.1 −3616.0±0.8 −25.3±3.2

*All values are given in kcal mol−1 .
†Mean value calculated using 500 snapshots reported with standard error of the mean, which is obtained by dividing the standard deviation by the
square-root of the number of snapshots (500).
‡Helec: Coulombic energy, HvdW: van der Waals energy, Hint: internal energy, Gnp: nonpolar solvation free energy, Gpol: polar solvation free
energy, Ggasþsolv ¼ Helec þ HvdW þ Hint þ Gnp þ Gpol, TStot: total entropy contribution, Gtot = Ggas+solv + TStot.
¶Delta = (UNG-DNA) - (UNG) - (DNA)
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shown that the U·A base pairs rapidly open at room
temperature and the opening rates are greater or equal to
the rate constants for the kinetic steps of base flipping of
UNG [59, 62]. It has been shown that UNG does not alter
the opening rate of the base but instead slows the closing
rate of the A·U base pair [59]. Irrespective of how the
enzyme actually localizes the damaged base, the Michealis-
Menton complex will be the same for the two proposed
mechanisms.

The structure of DNA when bound to hUNG indicates
distortions from ideal geometry as the DNA strand is bent.
As has been pointed out by others [62], the energetic effect
of DNA bending is highly unfavorable and constitutes a
significant contribution to enzymatic base flipping. The
energetic effect of DNA bending is very challenging to
capture, and is not fully accounted for in our free energy
calculations. If the base sampling model is correct, an
additional contribution is missing, corresponding to the free
energy required to break the base pair and flip the base into
the active site of the enzyme. Thus, neglect of the
contribution from DNA bending and possibly flipping of
the damaged base will lead to an overestimation of the
stability of the Michaelis-Menten complexes. The initial
model for the simulations of unbound DNA was con-
structed from the DNA observed in the crystal structure of
hUNG-DNA (1EMH [21]). Both the uracil and the pairing
partner adenine are flipped out in an extrahelical confor-
mation in the starting structure. In the MD simulation of
unbound DNA, the adenine base which pairs to uracil flips
back into the DNA helix, but the uracil base does not.
However, the lifetime of an extrahelical base is between
100–800 ns [63] and the present simulations times are
10 ns, thus probably too short a time to observe
spontaneous base flipping. The DNA structure bound to
hUNG is bent to the enzyme surface causing the flanking
phosphate bases to be compressed, as judged by the
distance between the phosphorus atoms at the nucleotides
connected to the uracil nucleotide is compressed from ∼12
to 7.7 Å [20, 21]. The distance between the same
phosphorus atoms is 11.9 Å in the final structure of the
simulation of free DNA, showing that the DNA bends back
into its favorable relaxed orientation.

The results presented in Tables 1 and 2 can actually be
used to examine the energetic penalty arising from bending
of DNA. Because the strain in the DNAwhen it is bound to
UNG is released in the simulation of unbound DNA, the
differences between these energies and those for DNA
when bound correspond to the bending energy. This
contribution is 6.2 kcal mol−1 and 1.6 kcal mol−1 for
cUNG and hUNG, respectively. Experimentally, the ener-
getic cost with DNA bending for hUNG has been estimated
to be between 3 and 4 kcal mol−1 [62]. Hence, our
simulations provide a good estimate of this energy

contribution, and the larger penalty observed for cUNG
probably reflects the increased Km.

Statistical considerations

The standard deviations for the values reported in Tables 1
and 2, obtained by multiplying them with

ffiffiffiffiffiffiffiffi
500

p
, are up to

three times higher than the mean values. Others have also
observed large standard deviations for protein-DNA calcu-
lations using the MM-PBSA methodology [57]. We
emphasize that the standard deviation is not a measure on
the error inherent in the determined averages, but rather a
measure of the variation throughout the sample. The free
energies of protein-DNA complexes are on the order of
several thousands kcal mol−1, making the determination of
absolute binding free energies challenging as we are
subtracting large numbers to obtain a small number. When
we plot the sum of the gas-phase energies and the solvation
free energy for cUNG and hUNG extracted from multiple
simulations, stable energies with fluctuations within 4 % of
the mean values are observed (Fig. 4). Another way of
evaluating the stability (or convergence) of the computed
free energies is to compare the energetics for the first and
second half of the trajectories (Table 3), and use these as
upper and lower limits for the intrinsic error. The binding
energies from the first and second half of the simulations
are very similar, yielding virtually identical error as the
standard error of the mean reported in Tables 1 and 2. Thus,
we can conclude that the MD simulations and the free
energies extracted are stable.

Determinants of binding - decomposition of the binding
free energy

One of the advantages of computer simulations over
experiments is the possibility to perform decomposition of
the free energies into residual contributions. Residual
contributions are presented in Fig. 5. Figure 5 shows that
the binding free energy per residue varies from −9.0 kcal
mol−1 to +2.6 kcal mol−1. Examining Fig. 5 immediately
shows that the four loop regions which have been suggested
to be important for detection and catalysis, emerge as the
areas with the most favorable contribution to the binding
free energy: the 4-Pro loop (165PPPPS169), the Gly-Ser loop
(246GS247), the Leu272 loop (268HPSPLSVYR276) and the
water-activating loop (145DPYH148). The four loops con-
tribute with −74.7 kcal mol−1 and −73.7 for hUNG-DNA
and cUNG-DNA, and are thus responsibly for 66.2 % and
70.4 % of the enthalpic contribution to the binding free
energy in hUNG and cUNG, respectively.

The catalytically important residue, Asp145, located in
the water-activating loop, is believed to form unfavorable
interactions with the 3′-phosphodiester group of the
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deoxyuridine residue of the substrate [64]. This view is
supported by our calculations, as Asp145 has the most posi-
tive interaction free energy of all residues, +2.3 kcal mol−1

and +2.6 kcal mol−1 in cUNG and hUNG, respectively
(Fig. 5).

The Leu272 loop or the DNA recognition loop plays
an important role in uracil recognition and penetrates into
the minor grove of the dsDNA in the complex [65, 66].
The Leu272 loop is also believed to play a role in flipping
of the uracil base, either to flip out the uracil base from the
DNA helix or to work as a “doorstop” to prevent the
already flipped-out uracil to flip back into the dsDNA helix
[65, 66]. The Leu272 loop interacts strongly with DNA in
both enzymes and is responsible for 34.1 % and 44.2 % of

Table 3 Binding free energies* calculated for the first† and second‡

half of the UNG-DNA simulations and their contributions

Enzyme Contributions¶ First half Second half

cUNG ΔHgas −2231.3±8.2 −2299.7±8.3
cUNG ΔGsol 2148.2±6.6 2210.3±7.2
cUNG TΔStot −57.4±1.3 −58.3±1.4
cUNG ΔGtot −25.6±4.4 −31.1±4.3
hUNG ΔHgas −2071.5±9.8 −2124.3±8.1
hUNG ΔGsol 1991.4±8.2 2043.8±6.2
hUNG TΔStot 56.2±1.5 54.1±1.5
hUNG ΔGtot −23.9±4.5 −26.4±4.6

*All values are given in kcal mol−1 .
†Mean value calculated using 250 snapshots with standard error of the
mean.
‡First half includes snapshots 1–250, while second half includes
snapshots 251–500.
¶ΔHgas: gas phase energy, ΔGsol: solvation free energy, TΔStot: total
entropy contribution, ΔGtot: ΔHgas þΔGsol � TΔStot.
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the enthalpic contribution to the binding energy in the
warm-active and cold-adapted UNG, respectively. Tables 4
and 5 show the contributions to the binding free energy
from each residue in the Leu272 loop for the two enzyme
homologues. Three residues interact very favorably with
DNA: His 268, Leu272 and Arg276. The largest differences
in the interaction free energy per residue between the cold-
and the warm-active enzyme are observed in this loop.
Arg276 contributes with -4.7 kcal mol−1 in hUNG and

−9.0 kcal mol−1 in cUNG to their respective free energies of
binding. The side chain of Arg276 is closer to the DNA
fragment in cUNG than in hUNG, and is within hydrogen
bonding distance (3.40 Å) of two different DNA bases in
cUNG (Fig. 6). Arg276 is in contrast not within hydrogen
bonding distance of DNA in hUNG. This difference between
the Arg276 in cUNG and hUNG can probably be explained
by residue 275, which is Tyr in hUNG and His in cUNG.
While the hydrophobic Tyr side chain points away from the
DNA, the His275 side chain forms a hydrogen bond to O5′
atom on the adenine base opposite of the uracil base. The
DNA strand is pulled closer to the enzyme in the simulation
of cUNG because of this. The remaining residues in the
Leu272 loop of cUNG form similar hydrogen bonds as
described for the hUNG-DNA complex [22].

The Leu272 residue which penetrates into the minor
grove of the dsDNA has a strong contribution to the
binding free energy, which is dominated by hydrophobic or
non-polar interactions (van derWaals term in Tables 4 and 5).
Mutation of Leu272 to Ala has a large effect on the
catalytic efficiency when single stranded DNA is used as
substrate [66]. For the single stranded DNA the Leu272
loop does not need to flip out the uracil or work as a
“doorstop” as in dsDNA. This indicates that Leu272 may
also have another task in the catalytic mechanisms. The
highly favorable binding energy of the Leu272 residue is
important for stabilization of the enzyme-DNA complex,
and might be important to orient the DNA in the right
position for catalytic cleavage. Our calculations also add
further support to this. Mutational studies have shown that
His268, Ser270, Leu272 and Arg276 are all critical for
hUNG activity [67], which may according to the presented
energy decomposition, be a result of their favorable
interactions with DNA. Thus, it seems likely that a strong
binding between UNG and DNA is important in order to
achieve a high catalytic activity. His275 in cUNG interacts
more strongly with DNA when compared to the Tyr275 in
hUNG. However, the cUNG-H275Y mutant shows no
significant difference in Km compared to cUNG, but the
mutant has a reduction in catalytic efficiency caused by a
reduced kcat [12]. One explanation for this could be that the
His275 residue binds stronger to the transition state than to
the ground state, affecting kcat instead of Km. His275 is also
thought to be the main contributor to the increased
flexibility of the DNA recognition loop in the cold-adapted
cUNG [5].

The continuum electrostatics investigation (Fig. 3)
showed that the substitution of Val171 in cUNG to Glu in
hUNG yielded a large change in the electrostatic potential
at the surface in the vicinity of the active site. Val171 has a
small favorable contribution to the binding energy
(−0.3 kcal mol−1), while Glu171 has an unfavorable
contribution of +2.0 kcal mol−1, as expected. The distance

Table 4 Contributions* to the free energy of binding†,‡ from residues
in the Leu272 loop in hUNG

Residue ΔHelec ΔHvdW ΔGpol ΔGnp ΔGgas+sol

His268 −1.5 −3.1 0.1 −0.2 −4.7
Pro269 1.8 −0.5 −1.6 0.0 −0.3
Ser270 −7.2 −2.3 7.3 −0.2 −2.5
Pro271 −0.3 −3.3 1.5 −0.4 −2.4
Leu272 −0.2 −7.9 0.6 −1.1 −8.5
Ser273 −2.8 −1.9 4.4 −0.2 −0.5
Val274 −3.1 −0.4 2.9 0.0 −0.6
Tyr275 −4.0 −2.8 6.1 −0.5 −1.2
Arg276 −219.9 −3.5 219.4 −0.7 −4.7
Sum −237.2 −25.7 240.6 −3.3 −25.5
Average −26.4 −2.9 26.7 −0.4 −2.8

*Helec: Coulombic energy, HvdW: van der Waals energy, Gnp:
nonpolar solvation free energy, Gpol: polar solvation free energy,
Ggasþsolv ¼ Helec þ HvdW þ Hint þ Gnp þ Gpol.
†Mean values calculated using 500 snapshots are reported, and the
standard error of the DGgas+sol are ± 0.1 kcal mol−1 .
‡Mean value calculated from 500 snapshots with standard error of the
mean of ± 0.1 kcal mol−1 for the ΔGtot.

Table 5 Contributions* to the free energy of binding†,‡ from residues
in the Leu272 loop in cUNG

Residue ΔHelec ΔHvdW ΔGpol ΔGnp ΔGgas+sol

His268 −4.1 −2.9 1.8 −0.2 −5.4
Pro269 1.2 −0.4 −1.0 0.0 −0.3
Ser270 −6.5 −2.4 6.6 −0.2 −2.5
Pro271 0.0 −2.7 0.7 −0.3 −2.3
Leu272 0.7 −7.6 −0.9 −1.0 −8.8
Ser273 −4.3 −1.6 4.8 −0.2 −1.4
Ala274 −3.1 −0.2 3.1 0.0 −0.2
His275 −13.0 −1.7 12.2 −0.3 −2.9
Arg276 −237.7 −2.1 231.4 −0.6 −9.0
Sum −266.8 −21.7 258.6 −2.7 −32.6
Average −29.6 −2.4 28.7 −0.3 −3.6

*Helec: Coulombic energy, HvdW: van der Waals energy, Gnp:
nonpolar solvation free energy, Gpol: polar solvation free energy,
Ggasþsolv ¼ Helec þ HvdW þ Hint þ Gnp þ Gpol.
†All values are given in kcal mol−1 .
‡Mean values calculated using 500 snapshots are reported, and the
standard error of the DGgas+sol are ± 0.1 kcal mol−1 .
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between the Glu171 Oɛ1 atom and the closest oxygen at
the DNA terminal base is 8.43 Å in the crystal structure
(1EMH [21]). The DNA fragment in this crystal structure
consists of only 19 nucleotides, but if a longer DNA strand
is used, this distance would decrease significantly, leading
to more repulsive forces. Since Km is related to the binding
energy, it seems likely that the unfavorable binding energy
for Glu171 could explain the observed difference in Km

value between cold- and warm active UNG. Hence, this
residue could possibly be a key residue in the explanation
of cold-adaptation in UNG.

Concluding remarks

Enzymes from organisms living at extreme temperatures
need to maintain sufficient structural integrity to allow for
catalytic efficiency, while at the same time avoid hot and
cold denaturation. Uracil DNA glycosylase is a very good
model system not only to study environmental adaptation

of enzymes, but also to investigate the DNA repair process
itself. Comparative investigations using different levels of
theory have been applied to explain the increased catalytic
efficiency of UNG from cod and human, and to gain a
deeper insight into the DNA repair process. The results
show that the stability of the Michealis-Menten complex is
higher for cUNG when compared to hUNG, and is
attributed to improved electrostatic properties on an overall
level. Differences in key structural regions, vital to
detection of damaged bases and the subsequent catalytic
removal of uracil, between cold- and warm-active UNG
were identified through decomposition of the free energy of
binding into a residual level. This data is of significant
interest to future engineering of the cUNG and hUNG
enzymes, as it suggests residues important to not only
catalysis but also substrate recognition.

Electrostatics is important for UNG in both substrate
recognition/binding and catalysis. cUNG and hUNG are
exposed to different environmental conditions, and thrive
around 0–5 °C and 37 °C respectively. Temperature

Fig. 6 Stereographic illustration of the interactions between the
Leu272 loop and the DNA as observed in the MD simulations. Only
the DNA nucleotides that interact with the Leu272 loop are shown for
clarity. The bases are removed for all nucleotides except the uracil
base. All residues in the Leu272 loop (residue 268–276) for both

cUNG (blue) and hUNG (red) are shown. The DNA from the cUNG-
DNA and the hUNG-DNA simulations are shown in light blue and
orange, respectively. Only hydrogen bonds between UNG and DNA
shorter than 3.4 Å are shown. The figure was generated in PyMol [70]
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influences properties of electrostatic origin in many ways,
which are important to keep in mind when discussing
enzymatic temperature adaptation. The most obvious effect
comes from the changes in the dielectric constant of water,
which is around 88 at 0 °C and decreases to about 55 when
the temperature reaches the boiling point. Electrostatic
interactions will thus become less screened as the temper-
ature increases, and intuitively more favorable. Attractive
electrostatic interactions are formed exothermically and
stabilized at lower temperatures, in contrast to non-polar
interactions that are destabilized at lower temperature,
possibly counteracting the increased screening effect.

Estimation of the absolute binding free energy is in
many cases a difficult task and is especially tricky when
large interaction energies are involved. While the literature
contains many examples of successful predictions of
ΔGbind for protein-small ligand complexes, few studies
have been reported that estimate the stability of protein-
DNA complexes, possibly due to the enormous challenge
of obtaining accurate and precise estimates. There is
presently no experimental association constants available
for binding of the DNA fragment studied here to cUNG or
hUNG. Experimental studies have, however, shown that
hUNG binds to dsDNA containing uracil homologues with
a binding strength of ∼ −9.0 kcal mol−1 [67]. Other
experimental bindings studies of Escherichia coli UNG
bound to different DNA fragments show that the binding
free energy varies from −8.0 kcal mol−1 to −15.0 kcal mol−1

[62, 68, 69]. The free energies presented here therefore
appear to be overestimated with both procedures, but the
relative difference between cUNG and hUNG is less
sensitive to the choice of single vs multiple trajectories.
The relative differences between cUNG and hUNG are in
agreement with the increased substrate affinity observed for
cUNG, particularly when the conformational change occur-
ring during complex formation is taken into account
(multiple trajectories). Further support to our calculations
is added through the estimate of the energetic penalty
associated with DNA bending, which is in agreement with
experimental values, and the fact that all regions important
to catalysis and substrate binding are pinpointed by the
decompositional analysis.

The increased catalytic efficiency observed for cUNG
when compared to hUNG is achieved through a combined
effect resulting from increased kcat and decreased Km.
While only the ground state of the chemical reaction
catalyzed by UNG has been studied here, it would certainly
be interesting to investigate the source of the increased kcat.
This requires, however, application of even more sophisti-
cated computational approaches, such as hybrid quantum
mechanics/molecular mechanical methods, and is left for
future studies.
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